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Abstract. In this study, we aim to estimate the sigma coefficient in the activation probability 

calculation for a topic’s diffusion prediction problem. In our previous studies, we proposed 

an aggregated activation probability combination of the metapath and text information, in 

which sigma is the characteristic coefficient of interest’s similarity based on textual content. σ 

is a parameter that controls the rates of the influence of active probability based on the 

metapath and interest similarity on aggregated activation probability. In a previous study, we 

supposed the equal importance between the metapath and textual information, when σ = 0.5. 

However, for different datasets, this coefficient differs, depending on the meaning of the 

meta-path and the textual information. In this study, we continue to investigate the 

importance of the sigma coefficient for the effectiveness of the topic’s diffusion prediction 

problem on the bibliographic network. We propose to utilize the two most common methods 

for feature selection: the ANOVA test and mutual information to obtain the significance of 

two features MP (metapath) and the IS (textual information). The experimental results show 

that the use of the feature selection methods to estimate the sigma coefficient is reliable and 

improves the predictive performance of the topic’s diffusion compared with the standard 

assignment of 0.5. 

Keywords: activation probability, bibliographic network, meta-path, sigma coefficient  

1 Introduction 

Information diffusion is the process of transferring information from one destination to another 

through interaction. Information includes rumors, ideas, diseases, etc. The process of propagating 

information can be described as a node that is considered active if it acts on the information. For 

example, a scientist is said to be "active" in "deep learning" since he has researched and published 

articles on this topic. Or, a customer is called “active” with a product “computer” at the time of 

purchase. 

The propagation of information has been used in two types of networks: homogeneous 

networks [1–5] and heterogeneous networks [6–8]. A homogeneous network is a network that 

contains a single object type and a link type. The co-author network with an object author and 

‘co-author link’ or an object user and link ‘friendship’ on a friend network are examples of 
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homogeneous networks. A heterogeneous network is a network with different types of objects 

and relationships. A bibliographic network is an example of a heterogeneous network which 

includes objects, such as authors, articles, places, and partnerships, and simultaneously different 

relationships between authors, such as co-author, participation in conferences, and collaboration 

in laboratories. 

In our previous publication [9], we focused on exploiting the propagation of information 

in a heterogeneous network. We examined the topic prediction in a bibliographic network using 

a novel approach that combines external and intrinsic factors. The supervised learning technique 

was used to predict the diffusion of a given subject by combining dissimilar features with the 

dissimilar measurement coefficient. 

First, we proposed a new method to estimate the activation probability from an active node 

to an inactive node by combining meta-paths and textual information (IS). The activation 

probability was estimated from the meta-path (MP) by using the Bayesian framework. Also, 

activation probability could be measured from the textual information with term frequency – 

inverse document frequency (TFIDF) and cosine distance or with topic modeling and distance 

measurements regarding the probability distribution. Subsequently, we proposed an aggregated 

activation probability (AAP) based on the activation probability from the meta-path and textual 

information. This probability came into play as an external factor in activating an inactive node 

switched to an active state. Finally, we suggested an intrinsic factor, which was the author's 

interest in the subject propagated. 

Previous experimental results show that the aggregated activation probability with the 

combination of the meta-path and textual content improved the accuracy of topic broadcast 

prediction compared with the old activation probability, which only used the information meta-

path or textual information separately. In addition, the amalgamation of activation probability 

and the author's interest in the topic achieved the highest accuracy. 

Furthermore, the experimental results show that the use of topic modeling achieved better 

accuracy compared with TFIDF when estimating the activation probability based on textual 

information. 

The aggregated activation probability is calculated based on the meta-path and textual 

information, where the sigma coefficient (σ ∈ [0, 1]) indicates the importance of the textual 

information. If the sigma is larger, it means that textual information has a greater impact on AAP 

and vice versa. However, in previous studies, we did not consider the importance of the meta-

path and textual information in calculating AAP. The sigma coefficient in the AAP equation was 

assigned to 0.5 by default, which means that the meta-path and text are equally important. In 

reality, however, the meta-path and textual information with different datasets have a different 

importance, leading to dissimilar sigma coefficients and the effect on the activation process 
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prediction. Therefore, in this study, we continue to consider the estimation of the sigma 

coefficient to improve the prediction performance of the prevalence of subjects in the 

bibliographic network. 

We propose to use two common methods in feature selection: ANOVA F-test and mutual 

information to obtain the importance scores of two features: the meta-path and textual 

information. After that, we normalize them in [0, 1]. Sigma is the coefficient of the IS 

characteristic. For different datasets, this coefficient is different depending on the meaning of the 

meta-path and textual information. Experimental results show that estimating the sigma 

coefficient improves the accuracy of subject propagation prediction compared with the default 

setting at 0.5. 

The structure of our paper is organized as follows: Section 1 introduces the problem 

definition; Section 2 summarizes related works; Section 3 reviews preliminaries; our approach is 

proposed in Section 4; Section 5 illustrates experiments and results; we conclude our work in 

Section 6. 

2 Related works 

Information diffusion is the process of disseminating information from one person or community 

to another in a network, also known as information dissemination, information propagation, and 

information spreading. Numerous studies have analyzed the diffusion of information, with 

particular emphasis on which information spreads fastest, which factors influence the 

dissemination of information, and which models should simulate and predict dissemination. 

These questions have played an essential role in understanding the phenomenon of diffusion. 

They have been resolved by research into smaller branches of information dissemination, 

including models of epidemic spread, impact analyses, and predictive models. 

Most information dissemination studies have been conducted on homogeneous networks, 

where there is only one type of entity and one type of connection. However, in the real world, 

most networks are heterogeneous because of different kinds of objects and many network 

relationships. For example, a bibliographic network is a heterogeneous network of multiple 

entities, including authors, articles, places, and affiliations. There are many relationships between 

authors, for example, the principal author and co-authors. Our research aims to disseminate 

information in heterogeneous networks.  

For studying prediction patterns in heterogeneous networks, there are two main methods 

of modeling and predicting the distribution of information. First, the diffusion process is 

modelled with models such as the linear threshold model (LT) [1, 2], the independent cascade 

model (IC) [3], the descending cascade model [4], the general threshold model [5], heat diffusion-

based models [6], and others. In this way, some active nodes influence the inactive neighbours of 
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the network to become active nodes. An inactive node in an IC can be infected by an active node 

with a certain probability. In LT, an inactive node is active if the total weight of its active 

neighbours is greater than or equal to a threshold. There are also several comprehensive models 

of IC, such as Homophily Independent Cascading Diffusion (TextualHomo – IC) [7] or 

Heterogeneous Probability Model – IC (HPM–IC) [8], which estimate the probability of infection 

based on textual information, where the probability of infection is calculated as a conditional 

probability based on information about the meta-path. There are also several comprehensive 

models of LT, including the Multiple Relational Linear Threshold Model – MLTM-R) [9] or the 

Probabilistic Model – LT (HPM–LT) [8]. 

These models propose a method to measure the probability of inactive nodes infected 

based on meta-path information or textual information. However, the intrinsic factors of inactive 

nodes or other features are not considered, for instance, the interest level of the nodes to the topic 

or each node’s influence. Therefore, the second approach emerges by combining dissimilar 

futures. 

The second approach is the use of supervised learning and deep learning to predict the 

dissemination of information over a heterogeneous network. The spread of a tweet on Twitter 

was studied with a supervised learning method [10] that combined user interests and the content 

similarity between an active user and an inactive user by using latent topic information. 

Furthermore, the information dissemination on Github by using supervised learning was 

investigated [11]. Furthermore, deep learning was used to predict information dissemination 

over a heterogeneous network [12]. The diffusion of the topics on the bibliographic network was 

studied as a first approach under diffusion models. Additionally, this problem was studied with 

the second approach under the deep learning method [12], but the supervised learning method 

was not used. Therefore, we focus on predicting the topic spread in the bibliographic network 

using the supervised learning method.  

In our previous studies [13], we proposed a method for estimating the probability of 

activation based on the meta-path and textual information, namely the aggregated activation 

probability. We conducted experiments with TFIDF and topic modeling in estimating text 

information. The experimental results show that our method improved the accuracy of predicting 

the diffusion of the topic from the bibliographic network. Topic modeling, in particular, worked 

better than TFIDF. However, we did not evaluate the importance of the feature meta-path and 

textual information in calculating the AAP. Based on our previous investigations, in this study, 

we propose to use the feature importance estimation methods to estimate the sigma coefficient 

for the probability estimation of activation. 
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3 Preliminaries 

3.1 Latent Dirichlet allocation 

Latent Dirichlet allocation (LDA) [14] is a generative statistical model of a corpus. In 

LDA, each document is considered as a mixture of different topics, and each topic is 

characterized by a probability distribution over a finite vocabulary of words. The LDA generative 

model is described with the probabilistic graphical model in Fig. 1a. The LDA generative process 

for a corpus D consisting of M documents, with Ni being their length and K denoting the number 

of topics, is as follows: 

Step 1. Choose distribution over topics θi,i €{1,…,M} from a Dirichlet distribution with the 

parameter α for each document. 

Step 2. Choose distribution over words φk,k €{1,…,K} from a Dirichlet distribution with the 

parameter β for each topic. 

Step 3. For each of the word position i, j, where j €{1,…,_Ni}, and i €{1,…,M} 

3.1. Choose a topic zij from a multinomial distribution with the parameter θi 

3.2. Choose a word wi j from a multinomial distribution with the parameter φzij 

The advantage of the LDA model is that interpreting at the topic level instead of 

the word level allows us to gain more insights into the meaningful structure of the documents 

since noise can be suppressed by the clustering process of words into topics. 

Consequently, we can learn the topic distribution of a corpus, and then predict the topic 

distribution of an unseen document of this corpus by observing its words. The topic distribution 

can be used to organize, search, cluster or classify documents more effectively. 

Inference: The key problem in topic modeling is posterior inference. This refers to 

reversing the defined generative process and learning the posterior distributions of the latent 

variables in the model where the observed data are given. In LDA, this amounts to solving the 

following equation 

𝑝(θ, ∅, 𝑧|𝑤, α, β) =  
𝑝(θ, ∅, 𝑧, 𝑤| α, β)

𝑝(𝑤| α, β)
 (1) 

There are some inference algorithms available, including variational inference used in the 

original paper [14] and Gibbs sampling. 

3.2 Author-topic model 

Author-topic model (ATM) [15] is a generative model that represents each document with a 

mixture of topics, as in state-of-the-art approaches like LDA, and extends these approaches to 
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author modeling by allowing the mixture weights for different topics to be determined by the 

authors of the document. The objective of the ATM model is to discover the patterns of word use 

and connect authors who exhibit similar patterns. In ATM, the words in a collaborative paper are 

assumed to be the result of a mixture of the authors’ topics where each author is associated with 

a mixture of topics, and the topics are multinomial distributions over words. The ATM generative 

model is described with a graphical model in Fig. 1b and proceeds as follows: 

Step 1. Choose a group of authors ad, cooperating to write the document d 

Step 2. For each author x ∈ ad: 

2.1. Associate distribution over topics θi from a Dirichlet distribution with parameter α. 

2.2. Choose distribution over words φj from a Dirichlet distribution with a parameter for 

each topic. 

2.3. For each of the word position i, j: 

2.3.1. Choose a topic zij from a multinomial distribution with the parameter θi 

2.3.2. Choose a word wi, j from a multinomial distribution with the parameter φzij 

 
 

a. LDA b. ATM 

Fig. 1. Topic modeling 

Inference: For ATM, Gibbs sampling algorithm was proposed to learn the posterior 

distributions of the latent variables in the model where the observed data were given [12]. In the 

author-topic model, we have two sets of latent variables: z and x. We draw each (zi, xi) pair as a 

block, conditioned on all other variables 

𝑝(𝑧𝑖 = 𝑗, 𝑥𝑖 = 𝑘|𝑤𝑖 = 𝑚, 𝑧−𝑖 , 𝑥−𝑖, 𝑤−𝑖 , 𝑎𝑑) ∝
𝐶𝑚𝑗

𝑊𝑇 +  𝛽

∑ 𝐶𝑚′𝑗
𝑊𝑇

𝑚′ + 𝑉𝛽
 

𝐶𝑘𝑗
𝐴𝑇 +  𝛼

𝐶𝑘𝑗′
𝐴𝑇 +  𝑇𝛼

 (2) 

where zi = j and xi = k representing the assignments of the ith word in a document to topic j and 

author k, respectively; wi = m representing the observation that the ith word is the mth word in 
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the lexicon; z-i and x-i represent all topic and author assignments except the ith word, and 𝐶𝑘𝑗
𝐴𝑇  is 

the number of times author k is assigned to topic j, not including the current instance. ∑ 𝐶𝑚𝑗
𝑊𝑇

𝑚′  is 

number of times a word token wi was assigned to a topic j across all docs. 

Equation (3) presents the distribution of the words in a topic, and equation (4) is the 

distribution of topics in an author. 

∅𝑚𝑗 =
𝐶𝑚𝑗

𝑊𝑇 +  𝛽

∑ 𝐶𝑚′𝑗
𝑊𝑇

𝑚′ + 𝑉𝛽
 (3) 

𝜃𝑘𝑗 =  
𝐶𝑘𝑗

𝐴𝑇 +  𝛼

𝐶𝑘𝑗′
𝐴𝑇 +  𝑇𝛼

 (4) 

3.3 Feature selection methods 

In building a machine learning model, all the variables in a dataset are rarely helpful for 

modeling. Adding redundant variables reduces the generalizability of the sample and can reduce 

the overall accuracy of the classifier. Also, adding more variables to the model increases the 

overall complexity of the model. Therefore, feature selection is an essential part of building 

machine learning models. In machine learning, there are many popular feature selection 

techniques, such as information gain (mutual information), ANOVA F-test, and Fisher’s Score. 

The two most commonly used feature selection methods for numerical input data and categorical 

targets are the ANOVA F-test statistic and the information gain. 

ANOVA F-test [16]: ANOVA means “analysis of variance” and is a test of parametric 

statistical hypothesis to determine whether two or more data samples come from the same 

distribution. 

An F-statistic (or F-test) is a class of statistical tests that calculate the ratio of variance’s 

values, such as the variance from two different samples or the explained and unexplained 

variance with a statistical test, like ANOVA. The ANOVA method is a type of F-statistic referred 

to here as an ANOVA F-test. 

In particular, ANOVA is used when one variable is numeric, and the other is categorical, 

such as numerical input variables and a classification target variable in a classification task. The 

results of this test can be used for feature selection, where those features are independent of the 

target variable and can be removed from the dataset. 

The scikit-learn machine library provides an implementation of the ANOVA F-test in the 

F classif() function. This function can be used in a feature selection, such as selecting the top k 

most relevant features (largest scores) via the SelectKBest class. 
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Information Gain [17]: Information gain calculates the reduction in entropy from the 

transformation of a dataset.  

Entropy function: given a probability distribution of a discrete variable x can receive n 

different values x1, x2, ..., xn. Suppose that the probability x receives value xi is                    pi = p(x 

= xi); 0 ≤ pi ≤ 1; ∑ 𝑝𝑖 = 1. The entropy of this distribution is defined as 

𝐻(𝑝) =  − ∑ 𝑝𝑖log (𝑝𝑖)

𝑁

𝑖=1

 (5) 

The entropy function is used to measure the purity of the dataset. This function returns a 

minimum value if the data in the child node belongs to a class and gives a maximum value if the 

child node contains data with different classes. The information gain provides a way to use 

entropy to determine how a change to the dataset affects the purity of the dataset. Information 

Gain based on attribute x 

𝐼𝐺(𝑆, 𝑥) = 𝐻(𝑆) − 𝐻(𝑆|𝑥) (6) 

where IG(S, a) is the information for the dataset S for the variable x for a random variable; H(S) is 

the entropy for the dataset before any change, and H(S|x) is the conditional entropy for the 

dataset given the variable x. 

In the context of feature selection, the information gain may be referred to as “mutual 

information” and calculate the statistical dependence between two variables. An example of 

using information gain (mutual information) for feature selection is the mutual_info_classif() 

scikit-learn function in Python. 

The mutual information [18] is calculated between two variables and measures the 

reduction in uncertainty for one variable given a known value of the other variable. The mutual 

information between two random variables X and Y can be stated formally as follows: 

where I(X;Y) is the mutual information for X and Y; H(X) is the entropy for X, and H(X|Y) is the 

conditional entropy for X given Y. The result has the units of bits.  

4 Our approach 

We proposed a new method to estimate the activation probability from an active node to an 

inactive node based on the meta-path and textual content, namely the aggregated activation 

probability. 

𝐼(𝑋; 𝑌) = 𝐻(𝑋) − 𝐻(𝑋|𝑌) (7) 
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𝐴𝐴𝑃(𝑢, 𝑣) = (1 − 𝜎) ∗ 𝑃(𝑢|𝑣) +  𝜎 ∗ 𝐼𝑆(𝑢, 𝑣) (8) 

𝐴𝐴𝑃(𝑢, {𝑣}) = 𝑚𝑎𝑥𝑀=1..𝑛(𝐴𝐴𝑃(𝑢, 𝑣)) (9) 

Equation (8) presents the aggregated activation probability from active node v to inactive 

node u. P(u|v) is the activation probability estimated from the meta-path information. IS(u, v) is 

the activation probability based on the textual content. 

Equation (9) illustrates the aggregated activation probability of an inactive node u switched 

to an active state by maximizing the aggregated activation probabilities from its active 

neighbours to it. 

P(u|v) is estimated by using the Bayesian framework in equation (10). 𝑛𝑣→𝑢
𝑘  illustrates the 

path instances between nodes in meta-path k. 

𝑃(𝑢|𝑣) =  
∑ 𝛼𝑘

𝑚
𝑘=1 𝑛𝑣→𝑢

𝑘

∑ 𝛼𝑘  ∑ 𝑛𝑣→𝑟
𝑘

𝑟∈ 𝑛𝑒𝑖𝑣
𝑚
𝑘=1

 (10) 

IS(u, v) is estimated on the basis of the textual content by using TF-IDF or topic modeling 

𝐼𝑆(𝑢, 𝑣) = 𝐶𝑜𝑠(𝑇𝑢, 𝑇𝑣) =  
𝑇𝑢 . 𝑇𝑣

||𝑇𝑢||. || 𝑇𝑣||
 

(11) 

𝐼𝑆(𝑢, 𝑣) = 𝑑𝐻(𝑃, 𝑄) =  
1

√2
√∑(√𝑝𝑖 − √𝑞𝑖)

2

𝐾

𝑖=1

) 

(12) 

𝐼𝑆(𝑢, 𝑣) = 𝑑𝐾𝐿(𝑃|| 𝑄) =  ∑ 𝑃(𝑥)
𝑃(𝑥)

𝑄(𝑥)
𝑥∈𝑋

 
(13) 

𝐼𝑆(𝑢, 𝑣) = 𝑑𝐽𝑆(𝑃, 𝑄) =  
1

2
∑ 𝑝𝑖𝑙𝑛

2𝑝𝑖

𝑝𝑖 + 𝑞𝑖

+  
1

2
∑ 𝑞𝑖𝑙𝑛

2𝑞𝑖

𝑝𝑖 + 𝑞𝑖

𝐾

𝑖=1

𝐾

𝑖=1

 
(14) 

where σ is a parameter that controls the rates of the influence of active probability on the basis of 

the meta-path and interest similarity on the aggregated activation probability. σ ∈ [0, 1], if the 

larger σ means that we focus on the text information and vice versa. 

In this study, we propose using ANOVA F-test Feature Selection and Mutual Information 

Feature Selection to get the importance scores of two features of MP and IS. After that, we 

normalize them into [0, 1] and apply them to equation (8). 
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5 Experiments and results 

5.1 Dataset 

We used dataset ”DBLP-SIGWEB.zip”, which is originated from September 17, 2015, snapshot of 

the dblp bibliography database. This dataset contains all publications and authors records of 

seven ACM SIGWEB conferences. Furthermore, the dataset also contains the authors, chairs, 

affliations and additional metadata information of the conferences that are published in the ACM 

digital library. 

5.2 Experiment setting 

We will consider the spreading of each specific topic T. We conduct experiments with three topics: 

“Data Mining”, “Machine Learning”, and “Social Network”. Firstly, all active authors with topic T 

will be considered positive training nodes. We also sample equal-sized negative nodes 

corresponding to inactive authors. 

In our experiments, we utilize classification methods as the prediction model. In training a 

dataset, the active author X activates topic T in the year yXT, and we the extract features of X in 

the past period T1 = [1995, yXT – 1]. Besides, with inactive author Y, we extract features in the past 

period T1 = [1995, 2014].  

The purpose of this study is to compare the performance of spreading prediction with 

different values of sigma in the activation probability estimation. Therefore, firstly we estimate 

the best sigma coefficient. 

In our previous study, we saw that ATM provided the best diffusion activation probability 

with topic “Data Mining”, and LDA for topics “Machine Learning” and “Social Network”. 

Therefore, in this study, we continue to implement experiments using ATM for topic “Data 

Mining” and LDA for topics “Machine Learning” and “Social Network”. 

ANOVA F-test Feature Selection and Mutual Information Feature Selection are utilized to 

get the importance scores of MP and IS. After that, we normalize them into [0, 1]. The results of 

sigma estimation are shown in Table 1. 

Table 1. Sigma coefficient estimation 

Topic 
ANOVA F-test 

Feature Selection 

Mutual Information 

Feature Selection 

Data Mining 0.5 0.3 

Machine Learning 0.55 0.15 

Social Network 0.5 0.6 
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The meaning of the meta-path and textual information is different in different datasets, 

and the lead-to-sigma coefficient changed. 

With the sigma coefficient in Table 1, we perform experiments and evaluate the 

incremental performance improvement. These features and their corresponding sigma values are 

shown in Tables 2, 3 and 4. 

Table 2 presents the features that are used for calculating AAP in the dataset with topic 

“Data Mining”. When  is 0, the AAP calculation does not consider textual information. 

Therefore, the feature considered for AAP is MP. When  is 1, the AAP calculation considers only 

the textual information, ignoring the meta-path information. With the ANOVA F-test estimation 

method,  is 0.5; that means that the AAP calculation considers the meta-path and textual 

information equally important. In the mutual information estimation method,  is 0.3; that means 

we consider both the meta-path and the information, but they do not have the same importance: 

the meta-path is more important than the text information.  

Similarly, we analyze the features corresponding to the sigma coefficient based on the 

results in Table 2 to dataset “Social Network” and “Machine Learning” (Tables 3 and 4). 

Table 2. Feature with sigma on topic “Data 

Mining” 

No. Feature Sigma 

1 MP 0 

2 IS(ATM) 1 

3 AAP(MP + IS(ATM)) 0.5 

4 AAP(MP + IS(ATM)) 0.3 
 

Table 3. Feature with sigma on topic “Social 

Network” 

No. Feature Sigma 

1 MP 0 

2 IS(LDA) 1 

3 AAP(MP + IS(LDA)) 0.5 

4 AAP(MP + IS(LDA)) 0.6 
 

Table 4. Feature with sigma on topic “Machine Learning” 

No. Feature Sigma 

1 MP 0 

2 IS(LDA) 1 

3 AAP(MP + IS(LDA)) 0.5 

4 AAP(MP + IS(LDA)) 0.55 

5 AAP(MP + IS(LDA)) 0.15 

Three classification algorithms, namely Support Vector Machine (SVM, Linear Kernel), 

Decision Tree and Random Forest, are chosen for prediction. 
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In addition, we implement experiments with different sigma values from 0 to 1 with a step 

of 0.05 to compare the results with the estimated sigmas above. 

5.3 Results 

The experimental results show that estimating sigma () can improve the performance of 

prediction diffusion.  

For the topic “Data Mining”, we estimated the best sigma to be 0.5 or 0.3. The experimental 

results of classification (Table 5) show that the highest accuracy is obtained when  = 0.5 with the 

RF classifier.  

For the topic “Machine Learning”, the best sigma was chosen to be 0.55 or 0.15. The 

classification results (Table 6) display that the highest accuracy reaches when  = 0.15.  

For the topic “Social Network”, the best sigma was chosen at 0.5 or 0.6, and when  = 0.6, 

the diffusion prediction picks (Table 7). 

Table 5. Classification results-topic "Data mining" 

Features  

Prediction Accuracy 

SVM DT RF 

Accuracy AUC Accuracy AUC Accuracy AUC 

MP 0 0.609 0.704 0.623 0.639 0.609 0.694 

IS(ATM) 1 0.55 0.606 0.618 0.618 0.605 0.652 

AAP(MP+IS(ATM)) 0.5 0.555 0.555 0.6 0.6 0.664* 0.693* 

AAP(MP+IS(ATM)) 0.3 0.491 0.574 0.523 0.523 0.550 0.511 

Table 6. Classification results-topic "Machine Learning" 

Features  

Prediction Accuracy 

SVM DT RF 

Accuracy AUC Accuracy AUC Accuracy AUC 

MP 0 0.689 0.771 0.592 0.586 0.644 0.666 

IS(LDA) 1 0.668 0.753 0.511 0.511 0.567 0.716 

AAP(MP+IS(LDA)) 0.5 0.665 0.769 0.667 0.667 0.677 0.722 

AAP(MP+IS(LDA)) 0.55 0.665 0.754 0.500 0.500 0.642 0.699 

AAP(MP+IS(LDA)) 0.15 0.721 0.812 0.557 0.557 0.746* 0.707* 
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Table 7. Classification results-topic "Social Network" 

Features  

Prediction Accuracy 

SVM DT RF 

Accuracy AUC Accuracy AUC Accuracy AUC 

MP 0 0.613 0.691 0.614 0.586 0.589 0.623 

IS(LDA) 1 0.62 0.664 0.643 0.643 0.625 0.694 

AAP(MP+IS(LDA)) 0.5 0.621 0.686 0.654 0.654 0.688 0.695 

AAP(MP+IS(LDA)) 0.6 0.600 0.653 0.563 0.563 0.688* 0.742* 

We can see that the estimated sigma values improve the performance of propagation 

prediction compared with the default sigma of 0.5. 

 

Fig. 2. Accuracy of classification with different sigma values 

Fig. 2 demonstrates the accuracy of diffusion prediction for the sigma values from 0 to 1 

with an increment of 0.05. We can see that the highest accuracy is obtained at the sigma value of 

0.5, 0.15 and 0.5–0.6 for the topics “Data Mining”, “Machine Learning”, and “Social Network”, 

respectively. These results prove that using the feature’s selection methods to infer to sigma value 

is reliable and can improve the performance of propagation prediction. 

6 Conclusion 

In this paper, we continue our previous study by estimating the best sigma coefficient for 

calculating aggregated activation probability. We use the Latent Dirichlet Allocation model and 

the Author-Topic model to estimate the topic’s distribution of nodes and the distance’s measure 

related to probability distribution to measure textual information. The feature’s selection 
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methods are reliable and can improve the performance of topic’s spreading prediction compared 

with the standard assignment at 0.5. 
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